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What is multiscale computing?

» Goal: Accurately resolve phenomena on a
range of scales (e.g. spatial or temporal
scales), using a hybridized method.

* Applications consist of multiple 'subcodes':

* each of which tackles an aspect of the
problem for a single (spatial or temporal)
scale.

* Coupling between subcodes can be loose
(one-directional dependencies) or tight
(with cyclic dependencies).



Why use multiscale computing?

* Multiscale methods allow researchers to
simulate systems by taking the best of both
worlds.

— Microscopic detalil in the most critical
subsections of the problem.

— Efficiency and problem size advantages of
macroscopic simulations.

* Multiscale simulations are highly modular.

— No large monolithic codes.
— Easy to flexibly compose new scenarios.
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tokamaks and for future devices (ITER,
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« What the taxonomy contains:

* Reviews of multiscale computing efforts in a range
of domains:

« Astrophysics, Systems Biology, Engineering, Material
Sciences, Energy and Environmental Sciences.

« An investigation of multiscale EU projects.

« A characterisation of coupling toolkits originating
from various communities.

« This work is not (yet) exhaustive, so all feedback is
more than welcome!
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Number of Projects

EU Funded Multi-scale Projects by Area
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AMUSE [12] astrophysics no  yes yes yes  yes none yes 2011
FLASH [14] astrophysics no yes no  yes  yes none yes 2011
GridSpace [64] sys. biology yes yes yes yes no MML[65] no 2011#
MCT [53] environment  yes yes yes yes  yes none yes 2009
MUSCLE [66] sys. biology yes yes yes no yes MML[65] no 2010*
OASIS environment no  yes N0 no  yes none no 2011
OpenMI environment no  yes yes yes  yes yes yes 2011
PALM environment yes yes no  no  yes none no 2011
Pyre Framework [34] | environment yes vyes no  yes  yes none no 2005
SWIFT [43] energy yes yes yes yes no yes no 2011

SWMEF [11] astrophysics no yes no  yes  yes none yes  not public

UAL energy yes yes yes yes  yes none no 2011



« Clear organizational differences between
multiscale communities in different domains.

e €.g.. astrophysics aims for domain-specific, while
systems biology aims for general-purpose coupling
tools.

« Material sciences rarely use coupling frameworks
altogether, opting to use hand-written scripts
iInstead.

« Also differences in sizes of multiscale projects
between different domains.



« We have provided a review of existing multiscale communities.
« This review is an on-going effort.

« The multiscale modelling and simulation community is rapidly
growing:

« How do we ensure that no efforts are needlessly duplicated and that
the existing knowledge is obtained by newcomers to the field?

« The favored approaches to tackle multiscale problems differ
heavily between scientific domains.

« What are the reasons for these differences?

« Could a lack of cross-disciplinary interaction cause communities to
seek suboptimal approaches for multiscale computing?
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